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(€ Comparison and evaluation of parallel SAT solvers )
Abstract

SAT technology has been rapidly developing due to its practical applications in the information
technology field, one of which is the SAT attack on logic locking. Many SAT solvers are available to the
public through the International SAT Competition website. Parallel SAT solvers can solve a huge amount
of Boolean problems within a short period of time by parallelizing the executions of solvers among many
cores of a computer.

This research focuses on acquiring the available solver with the best performance. Glucose syrup,
ManyGlucose, Plingeling, and abcdSAT were chosen for evaluation after making sure that they can be
executed on our initial execution environment, which is a 4-core Intel Xeon Gold 6148 with 2.40GHz. Using
the 100 benchmark instances from the SAT Race 2010 qualifier, the preliminary results of each solver with
default settings are reported, where Glucose Syrup was the best solver with the smallest number of
unsolved problems.

Then, the performance evaluation was executed on the 14 cores x 2 Intel Xeon Gold 6132 with 2.60 GHz
of the TUT Cluster System using the job queue for batch processing. Each problem from the benchmark
set was executed with 1, 2, 4, 8, 12 and 16 threads with 24000MB maximum memory and maximum time
of 96 hours. A solver’s performance is measured by the number of problems it solves and the execution time
it takes to solve the problems. Solvers with the largest number of problems solved and the shortest
execution time are considered to have the best performance.

The evaluation results indicate that Plingeling executed on 12 threads is the best solver for this
evaluation environment where it successfully solved all 100 problems with the smallest total execution
time. In most situations, fewer threads are better because the synchronization overhead increases as the
number of threads increases.
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