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This paper presents the concept of the reconfigurable preprocessors for intelligent human sensing. Reconfigur-

able logic can realize high-performance preprocessing of sensor data with flexibility and low power consumption. 
This paper also summarizes the related works and the future research plan by the author. 

 

1. Introduction 
It is well known that the custom circuit for a specific application can accelerate the execution of 

that application. However, custom circuits were not so widely accepted, because it was difficult to de-
sign and manufacture them. Now, recent developments in EDA (Electronic Design Automation) tools 
have broken the potential barriers to the design of custom circuits. The only problem left is manufactur-
ing them. 

A usual LSI device has its function fixed when it is manufactured, and hundreds of the same de-
vices are manufactured together, as is the nature of LSI technology. This means that we have to fabri-
cate hundreds of custom LSI device for a fixed application, which drives up the cost of the device to a 
prohibitive level. 

A reconfigurable logic device is a kind of LSI that can change its logic function (configuration) at 
run-time. Using reconfigurable devices, we can implement any custom circuit regardless of quantity. 
Field Programmable Gate Array (FPGA) is a kind of reconfigurable logic device. The advances in 
FPGA technology have been truly amazing in these last 10 years, so that today we can purchase an 
FPGA device with 1—10 million gates at a reasonable price. They are no longer only for researchers 
but also widely used in the industrial world. 

In this study, the author investigates the possibilities of applying reconfigurable logic technology to 
intelligent human sensing. Figure 1 illustrates the concept of reconfigurable sensor preprocessors.  

Huge numbers of sensors are involved in the intelligent human sensing system. These sensors con-
tinuously yield enormous amounts of data that must be processed without delay since it is both impos-
sible and futile to record it all. As these data are generated by sensor hardware, their format is relatively 
simple and fixed. Custom hardware is well suited to process such large amounts of simple data rapidly, 
whereas it is impractical to handle them by microprocessors that are intrinsically sequential and weak 
in bulk data transfer. Even the recent high-performance microprocessors cannot escape from the band-
width limitation between processor and memory (the von Neumann bottleneck). For sensor preprocess-
ing, it is natural to adopt a hierarchical design, which includes a central processing unit and low-level 
preprocessors. 

One of the possible problems is that hardware preprocessors are less elastic than software in sup-
porting various applications. However, a dynamically reconfigurable preprocessor is metamorphic in 
adapting to each application. The design cost would not be a major concern, because sensor outputs are 
rather simply formatted. Hence, it is relatively easy to implement such custom circuits. 
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 Fig.1 Reconfigurable Logic for Intelligent Human Sensing 

 

2. Research Background 
This section describes the author’s research background and its relation to this project. 

2.1 Custom Computing Circuit 

The author has been interested in various kinds of custom computing circuits, particularly in 
those targeted for hard computation problems [1]. The following is a brief summary of custom circuits 
designed by the author and his colleagues for subgraph isomorphism problems. 

Although subgraph isomorphism problems appear to be simple graph problems, they are actually 
NP-complete and difficult to solve [2]. The most popular algorithm for this problem is Ullmann’s algo-
rithm [3], which includes an effective pruning procedure (refinement procedure). Ullmann pointed out 
that his procedure could be implemented by parallel hardware. However, the author’s group revealed 
that his design is too large for actual implementation [4]. Other researchers proposed a new algorithm 
for subgraph isomorphism (Konishi’s algorithm), which is simpler and more cost-effective than Ull-
mann’s [4]. This algorithm was actually implemented on an FPGA, which outperformed the software of 
Ullmann’s algorithm on an off-the-shelf personal computer [5][6]. 

2.2 Dynamic Reconfiguration 

FPGA is usually configured in the system initialization, and that configuration is used while the 
system is operational. However, some FPGA products can be reconfigured at run-time to adapt to the 
applications. This kind of run-time reconfiguration is called “dynamic reconfiguration.” 

The author once built a dynamically reconfigurable logic board, OPERL [7]. OPERL is a PCI 
card that can be mounted on any personal computer or workstation that offers PCI bus slots. An 
OPERL board includes two chips of Lucent ORCA 2C FPGA that maximally contain 40K logic gates. 
The user can reconfigure the logic in 10 ms, which is short enough compared to the execution time of 
the applications. 

Dynamic reconfiguration is a technique for utilizing the logic resources efficiently. In ordinary 



systems, each logic element has its function fixed. Since all elements do not operate simultaneously, the 
hardware resources are only partially in use at any moment. By contrast, in dynamic reconfigurable 
systems, the logic resources are reusable and configurable in response to the resource requirements at 
each moment. For example, assume that many multiplications are required at one stage of a program. 
With reconfigurable hardware, we can configure as many multipliers as possible in hardware, thus ac-
celerating the execution of the program. Subsequently, these resources are reclaimed and reconfigured 
for other purposes. 

Dynamic reconfiguration can also contribute to low power consumption. A system usually in-
cludes many logic components with various functions, but they are not used simultaneously. Many 
units just remain unused, needlessly consuming power. If dynamic reconfiguration is adopted, we can 
avoid futile power consumption by implementing only those units that are really necessary at that mo-
ment. Far from wishful thinking, this system has already been adopted in a low-power consumer prod-
uct from Sony [8]. 

2.3 Data Dependent Circuit 

In the previous paragraphs, we discussed customizing logic circuits for an application or an algo-
rithm. Here, it should be noted that an application program consists of an algorithm and input data. If 
we can reconfigure hardware for an algorithm, why can’t we configure it also for input data? It is actu-
ally possible to customize hardware for data, just as a traditional computer (von Neumann computer) 
stores both the instruction sequence and the input data in the same main memory.  

This is not an issue specific to reconfigurable hardware. Even in conventional software, we can 
generate an input-specific program from an original program and its input data. This technique is called 
software specialization or partial evaluation [9], which makes a program smaller and faster. 

In the logic design, we can generate data dependent circuits to derive smaller and faster circuits. 
The basis of this idea is as follows: If any input of a logic gate is fixed to a constant, that gate is elimi-
nated, and the corresponding constant propagates to the output of that gate. Such reduction is recur-
sively applicable, consequently reducing many combinatorial gates and flip-flops. The derived circuit 
will operate at a higher frequency because the length of the critical path is also reduced. 

The major drawback of this technique is that the circuit becomes partially or wholly input spe-
cific, i.e., not reusable. Hence, we have to reckon the circuit generation time in addition to the execu-
tion time itself. It depends on each case whether or not the data dependent circuit proves advantageous. 
The authors examined data dependent circuits for subgraph isomorphism problems in a quantitative 
manner [10][11]. According to our results, they are effective in case of larger problems where the exe-
cution time increases very quickly. 

2.4 Load Balancing for Heterogeneous Systems 

In heterogeneous systems, load balancing is very important for optimal performance. Even if the 
sub-units are optimally designed, the total performance can be spoiled by bottlenecks between sub-
units. In other words, each sub-unit should be designed considering the overall balance. Otherwise, the 
resulting system would be unbalanced and inefficient for its cost. 

The authors have studied various aspects of parallel and distributed systems, including load-
balancing schemes for scientific applications [12][13][14][15]. In our scheme, the execution time is 
modeled as a mathematical programming problem, taking both the communication time and the calcu-
lation time into consideration. This problem is treated as a combinatorial optimization problem to be 
solved so as to make the total execution time optimal. We also dealt with a distributed computing envi-
ronment, in which the processing elements are not necessarily uniform. Such heterogeneous computing 
clusters pose difficult problems for load balancing because they involve a large number of free vari-
ables. Nevertheless, we showed that we can solve the problem for a realistic number of processors. We 
hope that our approach is applicable to heterogeneous multiprocessors for this intelligent human sens-
ing project. 



 

3. Future Studies 
The author plans to explore circuit generation techniques suitable for sensor preprocessors. The 

self-organization of custom-logic circuits would also be an interesting and ambitious research subject. 
Such a study inevitably entails evaluations on actual FPGA platforms. We have already prepared a cou-
ple of evaluation boards for various purposes, and would use them in subsequent studies. We hope to 
tackle both laboratory research problems and real-world industrial applications. 
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